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Undecidable problems.

Does a program, $P$, print “Hello World”?
How? What is $P$? Text!!!!!!

Find exit points and add statement: **Print** “Hello World.”

Can a set of notched tiles tile the infinite plane?
Proof: simulate a computer. Halts if finite.

Does a set of integer equations have a solution?
Example: “ $x^n + y^n = 1$?”
Problem is undecidable.

Be careful!

Is there an integer solution to $x^n + y^n = 1$?
(Diophantine equation.)

The answer is yes or no. This “problem” is not undecidable.

Undecidability for Diophantine set of equations
$\implies$ no program can take any set of integer equations and always correctly output whether it has an integer solution.
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Computer Programs cannot completely “understand” computer programs.

Computation is a lens for other action in the world.
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For now:
What’s to come? Probability.

A bag contains:

What is the chance that a ball taken from the bag is blue?


For now: Counting!
Outline: basics

1. Counting.
2. Tree
3. Rules of Counting
4. Sample with/without replacement where order does/doesn’t matter.
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$p$ values for first point, $p$ values for second, ...
$...p^{d+1}$
Functions, polynomials.

How many functions $f$ mapping $S$ to $T$?
$|T|$ ways to choose for $f(s_1)$, $|T|$ ways to choose for $f(s_2)$, ...
....$|T|^{|S|}$

How many polynomials of degree $d$ modulo $p$?
$p$ ways to choose for first coefficient, $p$ ways for second, ...
...$p^{d+1}$

$p$ values for first point, $p$ values for second, ...
...$p^{d+1}$

Questions?
Permutations.

1 How many 10 digit numbers without repeating a digit?
   (leading zeros are ok.)
   10 ways for first, 9 ways for second, 8 ways for third, ...
   \[10 \times 9 \times 8 \times \cdots \times 1 = 10!\].

1 How many different samples of size \(k\) from \(n\) numbers without replacement.
   \(n\) ways for first choice, \(n - 1\) ways for second, \(n - 2\) choices for third, ...
   \[n \times (n - 1) \times (n - 2) \cdots (n - k + 1) = \frac{n!}{(n - k)!}\].

1 How many orderings of \(n\) objects are there?
   Permutations of \(n\) objects.
   \(n\) ways for first, \(n - 1\) ways for second, \(n - 2\) ways for third, ...
   \[n \times \cdots \times 2 \times 1 = n!\].

\(^1\) By definition: \(0! = 1\).
Permutations.

How many 10 digit numbers \textbf{without repeating a digit}? 

\textit{By definition: }0! = 1.
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)

\[ \text{10 ways for first, 9 ways for second, 8 ways for third, \ldots} \]

\[ 10 \times 9 \times 8 \times \cdots \times 1 = 10! \]

How many different samples of size \( k \) from \( n \) numbers without replacement?

\[ \text{n ways for first choice, n-1 ways for second, n-2 choices for third, \ldots} \]

\[ n \times (n-1) \times (n-2) \times \cdots \times (n-k+1) = \frac{n!}{(n-k)!} \]

How many orderings of \( n \) objects are there?

Permutations of \( n \) objects.

\[ \text{n ways for first, n-1 ways for second, n-2 ways for third, \ldots} \]

\[ n \times (n-1) \times (n-2) \times \cdots \times 1 = n! \]

\(^1\text{By definition: 0! = 1.}\)
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)

10 ways for first,

10 \times 9 \times 8 \times \ldots \times 1 = 10!.

How many different samples of size \( k \) from \( n \) numbers without replacement.

\( n \) ways for first choice, \( n - 1 \) ways for second, \( n - 2 \) choices for third, \ldots

\( n \times (n - 1) \times (n - 2) \times \ldots \times (n - k + 1) = \frac{n!}{(n - k)!}.

How many orderings of \( n \) objects are there?

Permutations of \( n \) objects.

\( n \) ways for first, \( n - 1 \) ways for second, \( n - 2 \) ways for third, \ldots

\( n \times (n - 1) \times (n - 2) \times \ldots \times 1 = n!.

\(^1\) By definition: 0! = 1.
Permutations.

How many 10 digit numbers \textbf{without repeating a digit}? (leading zeros are ok.)

10 ways for first, 9 ways for second,

\textsuperscript{1}By definition: 0! = 1.
Permutations.

How many 10 digit numbers **without repeating a digit**? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third,

\[ \text{10} \times \text{9} \times \text{8} \times \cdots \times \text{1} = 10! \]

How many different samples of size \( k \) from \( n \) numbers without replacement.

\( n \) ways for first choice, \( n - 1 \) ways for second, \( n - 2 \) choices for third, ...

\[ \text{n} \times \text{(n-1)} \times \text{(n-2)} \times \cdots \times \text{n-k+1} = \frac{n!}{(n-k)!} \]

How many orderings of \( n \) objects are there?

Permutations of \( n \) objects.

\( n \) ways for first, \( n - 1 \) ways for second, \( n - 2 \) ways for third, ...

\[ \text{n} \times \text{(n-1)} \times \text{(n-2)} \times \cdots \times \text{1} = n! \]

\(^1\text{By definition: } 0! = 1.\]
Permutations.

How many 10 digit numbers **without repeating a digit**?  
(leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

---

1By definition: 0! = 1.
Permutations.

How many 10 digit numbers **without repeating a digit**? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... \(10 \cdot 9 \cdot 8 \cdots 1 = 10!\).\(^1\)

\(^1\)By definition: \(0! = 1\).
Permutations.

How many 10 digit numbers **without repeating a digit**? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \times \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers **without replacement**.

---

\(^1\)By definition: $0! = 1$.\)
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers without replacement.

$n$ ways for first choice,
Permutations.

How many 10 digit numbers **without repeating a digit**? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \cdots \times 1 = 10!.^1$

How many different samples of size $k$ from $n$ numbers **without replacement**.

$n$ ways for first choice, $n - 1$ ways for second,

\[ \frac{n!}{(n-k)!}. \]

---

^1 By definition: $0! = 1$. 
Permutations.

How many 10 digit numbers **without repeating a digit**? (leading zeros are ok.)
10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \times \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers **without replacement**.

$n$ ways for first choice, $n - 1$ ways for second, $n - 2$ choices for third,

---

\(^1\)By definition: 0! = 1.
Permutations.

How many 10 digit numbers **without repeating a digit**? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers **without replacement**.

$n$ ways for first choice, $n-1$ ways for second, $n-2$ choices for third, ...

\(^1\)By definition: $0! = 1.$
Permutations.

How many 10 digit numbers **without repeating a digit**?
(leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \times \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers **without replacement**.

$n$ ways for first choice, $n - 1$ ways for second, $n - 2$ choices for third, ...

... $n \times (n-1) \times (n-2) \times \cdots \times (n-k+1) = \frac{n!}{(n-k)!}$.

\(^1\)By definition: $0! = 1$. 
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \cdot 9 \cdot 8 \cdots 1 = 10!$. \(^1\)

How many different samples of size $k$ from $n$ numbers without replacement.

$n$ ways for first choice, $n - 1$ ways for second, $n - 2$ choices for third, ...

... $n \cdot (n - 1) \cdot (n - 2) \cdots (n - k + 1) = \frac{n!}{(n-k)!}$.

How many orderings of $n$ objects are there? Permutations of $n$ objects.

---

\(^1\)By definition: $0! = 1$. 
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers without replacement.

$n$ ways for first choice, $n-1$ ways for second, $n-2$ choices for third, ...

... $n \times (n-1) \times (n-2) \cdots \times (n-k+1) = \frac{n!}{(n-k)!}$.

How many orderings of $n$ objects are there? **Permutations of $n$ objects.**

$n$ ways for first,

\[^1\text{By definition: } 0! = 1.\]
Permutations.

How many 10 digit numbers **without repeating a digit**? (leading zeros are ok.)
10 ways for first, 9 ways for second, 8 ways for third, ...
... $10 \times 9 \times 8 \times \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers **without replacement**.

$n$ ways for first choice, $n - 1$ ways for second, $n - 2$ choices for third, ...
... $n \times (n - 1) \times (n - 2) \times \cdots \times (n - k + 1) = \frac{n!}{(n-k)!}$.

How many orderings of $n$ objects are there? **Permutations of $n$ objects**.

$n$ ways for first, $n - 1$ ways for second,

\(^1\)By definition: $0! = 1$. 
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \cdots \times 1 = 10!$. \(^1\)

How many different samples of size $k$ from $n$ numbers without replacement.

$n$ ways for first choice, $n - 1$ ways for second, $n - 2$ choices for third, ...

... $n \times (n - 1) \times (n - 2) \cdots (n - k + 1) = \frac{n!}{(n-k)!}$.

How many orderings of $n$ objects are there? Permutations of $n$ objects.

$n$ ways for first, $n - 1$ ways for second, $n - 2$ ways for third,

\[^1\]By definition: $0! = 1$. 
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)

10 ways for first, 9 ways for second, 8 ways for third, ...

... $10 \times 9 \times 8 \times \cdots \times 1 = 10!$.\(^1\)

How many different samples of size $k$ from $n$ numbers without replacement.

$n$ ways for first choice, $n-1$ ways for second, $n-2$ choices for third, ...

... $n \times (n-1) \times (n-2) \times \cdots \times (n-k+1) = \frac{n!}{(n-k)!}$.

How many orderings of $n$ objects are there? Permutations of $n$ objects.

$n$ ways for first, $n-1$ ways for second, $n-2$ ways for third, ...

\(^1\)By definition: $0! = 1$.\)
Permutations.

How many 10 digit numbers without repeating a digit? (leading zeros are ok.)
10 ways for first, 9 ways for second, 8 ways for third, ...
... $10 \times 9 \times 8 \cdots \times 1 = 10!$.  

How many different samples of size $k$ from $n$ numbers without replacement.

$n$ ways for first choice, $n-1$ ways for second, $n-2$ choices for third, ...

... $n \times (n-1) \times (n-2) \cdots (n-k+1) = \frac{n!}{(n-k)!}$.

How many orderings of $n$ objects are there? Permutations of $n$ objects.

$n$ ways for first, $n-1$ ways for second, $n-2$ ways for third, ...

... $n \times (n-1) \times (n-2) \cdots 1 = n!$.

$^1$By definition: $0! = 1$.  

How many one-to-one functions from $|S|$ to $|S|$. 

$|S|$ choices for $f(s_1)$, $|S| - 1$ choices for $f(s_2)$, ... 

So total number is $|S| \times (|S| - 1) \cdots 1 = |S|!$.

A one-to-one function is a permutation!
One-to-One Functions.

How many one-to-one functions from $|S|$ to $|S|$. 

A one-to-one function is a permutation!
How many one-to-one functions from $|S|$ to $|S|$.

$|S|$ choices for $f(s_1)$,
One-to-One Functions.

How many one-to-one functions from $|S|$ to $|S|$.

$|S|$ choices for $f(s_1)$, $|S| - 1$ choices for $f(s_2)$, ...
One-to-One Functions.

How many one-to-one functions from $|S|$ to $|S|$.
$|S|$ choices for $f(s_1)$, $|S| - 1$ choices for $f(s_2)$, ...
One-to-One Functions.

How many one-to-one functions from $|S|$ to $|S|$.
$|S|$ choices for $f(s_1)$, $|S| - 1$ choices for $f(s_2)$, ...
So total number is $|S| \times |S| - 1 \cdots 1 = |S|!$
How many one-to-one functions from $|S|$ to $|S|$.

$|S|$ choices for $f(s_1)$, $|S| - 1$ choices for $f(s_2)$, ...

So total number is $|S| \times |S| - 1 \cdots 1 = |S|!$

A one-to-one function is a permutation!
Counting sets..when order doesn’t matter.

How many poker hands?

2 When each unordered object corresponds equal numbers of ordered objects.
Counting sets..when order doesn’t matter.

How many poker hands?

\[52 \times 51 \times 50 \times 49 \times 48\]

\[\text{Number of orderings for a poker hand: } "5!"\]

\[\text{Generic: ways to choose 5 out of 52 possibilities.}\]

\[2\]

\(^2\text{When each unordered object corresponds equal numbers of ordered objects.}\]
Counting sets...when order doesn’t matter.

How many poker hands?

\[ 52 \times 51 \times 50 \times 49 \times 48 \ ??? \]

---

When each unordered object corresponds equal numbers of ordered objects.

---

2 When each unordered object corresponds equal numbers of ordered objects.
Counting sets...when order doesn’t matter.

How many poker hands?

\[ 52 \times 51 \times 50 \times 49 \times 48 \ ??? \]

Are A, K, Q, 10, J of spades

\[ \frac{52!}{5! \times 47!} \]

Generic: ways to choose 5 out of 52 possibilities.

\[ ^2 \text{When each unordered object corresponds equal numbers of ordered objects.} \]
Counting sets...when order doesn’t matter.

How many poker hands?
\[52 \times 51 \times 50 \times 49 \times 48 \ ???\]

Are A, K, Q, 10, J of spades
and 10, J, Q, K, A of spades

\(^2\text{When each unordered object corresponds equal numbers of ordered objects.}\)
Counting sets..when order doesn’t matter.

How many poker hands?

\[52 \times 51 \times 50 \times 49 \times 48 \ ???\]

Are A, K, Q, 10, J of spades
and 10, J, Q, K, A of spades the same?

\[\text{Second Rule of Counting: } \text{If order doesn't matter count ordered objects and then divide by number of orderings.}\]

\[\frac{52 \times 51 \times 50 \times 49 \times 48}{5!}\]

Can write as...

\[\frac{52!}{5! \times 47!}\]

Generic: ways to choose 5 out of 52 possibilities.

\[\text{When each unordered object corresponds equal numbers of ordered objects.}\]
Counting sets..when order doesn’t matter.

How many poker hands?
\[52 \times 51 \times 50 \times 49 \times 48\] ???

Are \(A, K, Q, 10, J\) of spades and \(10, J, Q, K, A\) of spades the same?

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.\(^2\)

---

\(^2\)When each unordered object corresponds equal numbers of ordered objects.
Counting sets..when order doesn’t matter.

How many poker hands?

$$52 \times 51 \times 50 \times 49 \times 48$$

Are $A, K, Q, 10, J$ of spades and $10, J, Q, K, A$ of spades the same?

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.$^2$

Number of orderings for a poker hand: “5!”

$^2$When each unordered object corresponds equal numbers of ordered objects.
Counting sets..when order doesn’t matter.

How many poker hands?

\[52 \times 51 \times 50 \times 49 \times 48 \]  

Are \( A, K, Q, 10, J \) of spades  
and \( 10, J, Q, K, A \) of spades the same?

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.\(^2\)

Number of orderings for a poker hand: “5!”  
(The “!” means factorial, not Exclamation.)

\(^2\)When each unordered object corresponds equal numbers of ordered objects.
Counting sets..when order doesn’t matter.

How many poker hands?

\[ 52 \times 51 \times 50 \times 49 \times 48 \quad ??? \]

Are \( A, K, Q, 10, J \) of spades and \( 10, J, Q, K, A \) of spades the same?

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.\(^2\)

Number of orderings for a poker hand: “5!”

\[
\frac{52 \times 51 \times 50 \times 49 \times 48}{5!}
\]

\(^2\)When each unordered object corresponds equal numbers of ordered objects.
Counting sets..when order doesn’t matter.

How many poker hands?
$$52 \times 51 \times 50 \times 49 \times 48$$

Are $A, K, Q, 10, J$ of spades and $10, J, Q, K, A$ of spades the same?

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.$^2$

Number of orderings for a poker hand: “5!”

$$\frac{52 \times 51 \times 50 \times 49 \times 48}{5!}$$

Can write as...

$$\frac{52!}{5! \times 47!}$$

---

$^2$When each unordered object corresponds equal numbers of ordered objects.
Counting sets...when order doesn’t matter.

How many poker hands?

\[52 \times 51 \times 50 \times 49 \times 48 \ ???\]

Are \(A, K, Q, 10, J\) of spades and \(10, J, Q, K, A\) of spades the same?

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.\(^2\)

Number of orderings for a poker hand: “5!”

\[
\frac{52 \times 51 \times 50 \times 49 \times 48}{5!} \]

Can write as...

\[
\frac{52!}{5! \times 47!} \]

**Generic:** ways to choose 5 out of 52 possibilities.

\(^2\)When each unordered object corresponds equal numbers of ordered objects.
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

- How many red nodes (ordered objects)? 9.
- How many red nodes mapped to one blue node? 3.
- How many blue nodes (unordered objects)? 3.
- How many poker deals? $52 \cdot 51 \cdot 50 \cdot 49 \cdot 48$.
- How many poker deals per hand? Map each deal to ordered deal: $5!$.
- How many poker hands? $52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \div 5!$.
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)?

How many blue nodes (unordered objects)?

How many poker deals?

How many poker hands?
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.

How many red nodes mapped to one blue node? 3.

How many blue nodes (unordered objects)? 9

$3 = 3$.

How many poker deals?

$52 \cdot 51 \cdot 50 \cdot 49 \cdot 48$.

How many poker deals per hand?

Map each deal to ordered deal: $5!$.

How many poker hands?

$52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \div 5!$.

Questions?
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node?
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.

How many red nodes mapped to one blue node? 3.
Second Rule of Counting: If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.

How many red nodes mapped to one blue node? 3.

How many blue nodes (unordered objects)?
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? $\frac{9}{3}$
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).
How many poker deals?

\[ 52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \]
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).
How many poker deals? \( 52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \).
Second Rule of Counting: If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).
How many poker deals? \( 52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \).
How many poker deals per hand?
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).
How many poker deals? \( 52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \).
How many poker deals per hand?
Map each deal to ordered deal:
**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.

How many red nodes mapped to one blue node? 3.

How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).

How many poker deals? \( 52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \).

How many poker deals per hand?

Map each deal to ordered deal: 5!
Ordered to unordered.

**Second Rule of Counting**: If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).
How many poker deals? \( 52 \cdot 51 \cdot 50 \cdot 49 \cdot 48 \).
How many poker deals per hand?
  Map each deal to ordered deal: 5!
How many poker hands?
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \( \frac{9}{3} = 3 \).
How many poker deals? \(52 \cdot 51 \cdot 50 \cdot 49 \cdot 48\).
How many poker deals per hand?
   Map each deal to ordered deal: 5!
How many poker hands? \(\frac{52 \cdot 51 \cdot 50 \cdot 49 \cdot 48}{5!}\).
Ordered to unordered.

**Second Rule of Counting:** If order doesn’t matter count ordered objects and then divide by number of orderings.

How many red nodes (ordered objects)? 9.
How many red nodes mapped to one blue node? 3.
How many blue nodes (unordered objects)? \(\frac{9}{3} = 3\).
How many poker deals? \(52 \cdot 51 \cdot 50 \cdot 49 \cdot 48\).
How many poker deals per hand?
    Map each deal to ordered deal: \(5!\)
How many poker hands? \(\frac{52 \cdot 51 \cdot 50 \cdot 49 \cdot 48}{5!}\)
Questions?
order doesn’t matter.
order doesn’t matter.

Choose 2 out of $n$?
..order doesn’t matter.

Choose 2 out of $n$?

$$n \times (n - 1)$$
..order doesn’t matter.

Choose 2 out of $n$?

\[
\frac{n \times (n - 1)}{2}
\]
..order doesn’t matter.

Choose 2 out of $n$?

\[
\frac{n \times (n - 1)}{2} = \frac{n!}{(n - 2)! \times 2}
\]
..order doesn’t matter.

Choose 2 out of \( n \)?

\[
\frac{n \times (n - 1)}{2} = \frac{n!}{(n - 2)! \times 2}
\]

Choose 3 out of \( n \)?
..order doesn’t matter.

Choose 2 out of $n$?

\[
\frac{n \times (n-1)}{2} = \frac{n!}{(n-2)! \times 2}
\]

Choose 3 out of $n$?

\[
\frac{n \times (n-1) \times (n-2)}{(n-1) \times (n-2)} = \frac{n!}{(n-3)! \times 3}
\]

Notation: \((\binom{n}{k})\) and pronounced "$n$ choose $k$."
order doesn’t matter.

Choose 2 out of $n$?

$$\frac{n \times (n - 1)}{2} = \frac{n!}{(n - 2)! \times 2}$$

Choose 3 out of $n$?

$$\frac{n \times (n - 1) \times (n - 2)}{3!}$$
..order doesn’t matter.

Choose 2 out of $n$?

$$\frac{n \times (n-1)}{2} = \frac{n!}{(n-2)! \times 2}$$

Choose 3 out of $n$?

$$\frac{n \times (n-1) \times (n-2)}{3!} = \frac{n!}{(n-3)! \times 3!}$$

Notation: $\binom{n}{k}$ and pronounced "$n$ choose $k$."

Familiar? Questions?
order doesn’t matter.

Choose 2 out of $n$?

\[
\frac{n \times (n-1)}{2} = \frac{n!}{(n-2)! \times 2}
\]

Choose 3 out of $n$?

\[
\frac{n \times (n-1) \times (n-2)}{3!} = \frac{n!}{(n-3)! \times 3!}
\]

Choose $k$ out of $n$?

\[
\frac{n!}{(n-k)!}
\]
..order doesn’t matter.

Choose 2 out of $n$?

\[
\frac{n \times (n-1)}{2} = \frac{n!}{(n-2)! \times 2}
\]

Choose 3 out of $n$?

\[
\frac{n \times (n-1) \times (n-2)}{3!} = \frac{n!}{(n-3)! \times 3!}
\]

Choose $k$ out of $n$?

\[
\frac{n!}{(n-k)!}
\]
..order doesn’t matter.

Choose 2 out of $n$?

$$\frac{n \times (n-1)}{2} = \frac{n!}{(n-2)! \times 2}$$

Choose 3 out of $n$?

$$\frac{n \times (n-1) \times (n-2)}{3!} = \frac{n!}{(n-3)! \times 3!}$$

Choose $k$ out of $n$?

$$\frac{n!}{(n-k)! \times k!}$$

Notation: \( \binom{n}{k} \) and pronounced "$n$ choose $k$."

Familiar? Questions?
..order doesn’t matter.

Choose 2 out of $n$?

$$\frac{n \times (n - 1)}{2} = \frac{n!}{(n - 2)! \times 2}$$

Choose 3 out of $n$?

$$\frac{n \times (n - 1) \times (n - 2)}{3!} = \frac{n!}{(n - 3)! \times 3!}$$

Choose $k$ out of $n$?

$$\frac{n!}{(n - k)! \times k!}$$

Notation: $\binom{n}{k}$ and pronounced “$n$ choose $k$."

Familiar? Questions?
..order doesn’t matter.

Choose 2 out of $n$?

$$\frac{n \times (n-1)}{2} = \frac{n!}{(n-2)! \times 2}$$

Choose 3 out of $n$?

$$\frac{n \times (n-1) \times (n-2)}{3!} = \frac{n!}{(n-3)! \times 3!}$$

Choose $k$ out of $n$?

$$\frac{n!}{(n-k)! \times k!}$$

Notation: $\binom{n}{k}$ and pronounced “$n$ choose $k$.”

Familiar?
..order doesn’t matter.

Choose 2 out of $n$?

$$\frac{n \times (n-1)}{2} = \frac{n!}{(n-2)! \times 2}$$

Choose 3 out of $n$?

$$\frac{n \times (n-1) \times (n-2)}{3!} = \frac{n!}{(n-3)! \times 3!}$$

Choose $k$ out of $n$?

$$\frac{n!}{(n-k)! \times k!}$$

Notation: $\binom{n}{k}$ and pronounced “$n$ choose $k$.”

Familiar? Questions?
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdot \cdot \cdot \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...
Example: Visualize the proof.

**First rule:** $n_1 \times n_2 \cdots \times n_3$. **Product Rule.**

**Second rule:** when order doesn’t matter divide...

3 card Poker deals: 52
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \ldots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \)
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 \)
Example: Visualize the proof..

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: $52 \times 51 \times 50 = \frac{52!}{49!}$. 
Example: Visualize the proof..

**First rule:** \( n_1 \times n_2 \cdots \times n_3 \). **Product Rule.**

Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta \)?
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta ? \)
Hand: \( Q, K, A \).
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

\[
\Delta
\]

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta \)?
Hand: \( Q, K, A \).
Deals: \( Q, K, A \) :
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta \)?
Hand: \( Q, K, A \).
Deals: \( Q, K, A : Q, A, K : \)
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

\[
\Delta \\
\text{...}
\]

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta \)?

Hand: \( Q, K, A \).
Example: Visualize the proof..

**First rule:** \( n_1 \times n_2 \cdots \times n_3 \). **Product Rule.**

**Second rule:** when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta \)?

**Hand:** \( Q, K, A \).


\( \Delta = 3 \times 2 \times 1 \)
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

\[ \cdots \quad \Delta \quad \cdots \]

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta ? \)

Hand: \( Q, K, A \).
\( \Delta = 3 \times 2 \times 1 \) First rule again.
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn't matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta \)?

Hand: \( Q, K, A \).
\( \Delta = 3 \times 2 \times 1 \) First rule again.
Total:
Example: Visualize the proof.

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: $52 \times 51 \times 50 = \frac{52!}{49!}$. First rule.
Poker hands: $\Delta$?
Hand: $Q, K, A$.
$\Delta = 3 \times 2 \times 1$ First rule again.
Total: $\frac{52!}{49!3!}$
Example: Visualize the proof.

**First rule:** $n_1 \times n_2 \cdots \times n_3$. **Product Rule.**

**Second rule:** when order doesn’t matter divide...

3 card Poker deals: $52 \times 51 \times 50 = \frac{52!}{49!}$. First rule.

Poker hands: $\Delta$?

Hand: $Q, K, A$.


$\Delta = 3 \times 2 \times 1$ First rule again.

Total: $\frac{52!}{49!3!}$ Second Rule!
Example: Visualize the proof.

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: $52 \times 51 \times 50 = \frac{52!}{49!}$. First rule.
Poker hands: $\Delta$?
   Hand: $Q, K, A$.
$\Delta = 3 \times 2 \times 1$ First rule again.
Total: $\frac{52!}{49!3!}$ Second Rule!

Choose $k$ out of $n$. 
Example: Visualize the proof.

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta \)?
   Hand: \( Q, K, A \).
\( \Delta = 3 \times 2 \times 1 \) First rule again.
Total: \( \frac{52!}{49!3!} \) Second Rule!

Choose \( k \) out of \( n \).
Ordered set: \( \frac{n!}{(n-k)!} \)
Example: Visualize the proof..

**First rule:** \( n_1 \times n_2 \cdots \times n_3 \). **Product Rule.**

**Second rule:** when order doesn’t matter divide...

\[
\cdots \quad \Delta \quad \cdots
\]

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.

Poker hands: \( \Delta \)?

**Hand:** \( Q, K, A \).


\( \Delta = 3 \times 2 \times 1 \) First rule again.

Total: \( \frac{52!}{49!3!} \) Second Rule!

Choose \( k \) out of \( n \).

**Ordered set:** \( \frac{n!}{(n-k)!} \) Orderings of one hand?
Example: Visualize the proof..

**First rule:** \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.

**Second rule:** when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.

Poker hands: \( \Delta \)?

- **Hand:** Q, K, A.

\( \Delta = 3 \times 2 \times 1 \) First rule again.

Total: \( \frac{52!}{49!3!} \) Second Rule!

Choose \( k \) out of \( n \).

Ordered set: \( \frac{n!}{(n-k)!} \) Orderings of one hand? \( k! \)
Example: Visualize the proof.

**First rule:** \( n_1 \times n_2 \cdots \times n_3 \). **Product Rule.**

**Second rule:** when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.

Poker hands: \( \Delta \)?

- **Hand:** Q, K, A.
- **Deals:** Q, K, A : Q, A, K : K, A, Q : K, A, Q : A, K, Q : A, Q, K. \( \Delta = 3 \times 2 \times 1 \) First rule again.

Total: \( \frac{52!}{49!3!} \) Second Rule!

Choose \( k \) out of \( n \).

- Ordered set: \( \frac{n!}{(n-k)!} \) Orderings of one hand? \( k! \) (By first rule!)
Example: Visualize the proof..

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

3 card Poker deals: $52 \times 51 \times 50 = \frac{52!}{49!}$. First rule.
Poker hands: $\Delta$?
Hand: $Q, K, A$.
$\Delta = 3 \times 2 \times 1$ First rule again.
Total: $\frac{52!}{49!3!}$ Second Rule!

Choose $k$ out of $n$.
Ordered set: $\frac{n!}{(n-k)!}$ Orderings of one hand? $k!$ (By first rule!)
$\implies$ Total: $\frac{n!}{(n-k)!k!}$
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.

Second rule: when order doesn’t matter divide...

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.

Poker hands: \( \Delta \)?

Hand: \( Q, K, A \).


\( \Delta = 3 \times 2 \times 1 \) First rule again.

Total: \( \frac{52!}{49!3!} \) Second Rule!

Choose \( k \) out of \( n \).

Ordered set: \( \frac{n!}{(n-k)!} \)

Orderings of one hand? \( k! \) (By first rule!)

\[ \longrightarrow \text{Total: } \frac{n!}{(n-k)!k!} \text{ Second rule.} \]
Example: Visualize the proof..

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

\[ \cdots \Delta \cdots \]

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
Poker hands: \( \Delta ? \)
  Hand: Q, K, A.
\( \Delta = 3 \times 2 \times 1 \) First rule again.
Total: \( \frac{52!}{49!3!} \) Second Rule!

Choose \( k \) out of \( n \).
  Ordered set: \( \frac{n!}{(n-k)!} \) Orderings of one hand? \( k! \) (By first rule!)
  \[ \Longrightarrow \] Total: \( \frac{n!}{(n-k)!k!} \) Second rule.
Example: Anagram

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...
Example: Anagram

First rule: $n_1 \times n_2 \ldots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Example: Anagram

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: $7!$
Example: Anagram

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
Example: Anagram

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
A’s are the same.
Example: Anagram

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
A’s are the same.
What is $\Delta$?
Example: Anagram

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: $7!$ First rule.
A’s are the same.
What is $\Delta$?
ANAGRAM
Example: Anagram

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
A’s are the same.
What is \( \Delta \)?
ANAGRAM
\( A_1NA_2GRA_3M \),
Example: Anagram

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
A’s are the same.
What is \( \Delta \)?
ANAGRAM
\( A_1 NA_2 GRA_3 M, A_2 NA_1 GRA_3 M, \)...
Example: Anagram

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
A’s are the same.
What is \( \Delta \)?
ANAGRAM
\( A_1 N A_2 G R A_3 M , A_2 N A_1 G R A_3 M , \ldots \)
Example: Anagram

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
A’s are the same.
What is \( \Delta \)?
ANAGRAM
\( A_1 NA_2 GRA_3 M, A_2 NA_1 GRA_3 M, \ldots \)
\( \Delta = 3 \times 2 \times 1 \)
Example: Anagram

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: $7!$ First rule.
A’s are the same.
What is $\Delta$?

$\text{ANAGRAM}$

$A_1NA_2GRA_3M, A_2NA_1GRA_3M, ...$

$\Delta = 3 \times 2 \times 1 = 3!$
Example: Anagram

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: 7! First rule.
A’s are the same.
What is \( \Delta \)?

ANAGRAM
\( A_1NA_2GRA_3M \), \( A_2NA_1GRA_3M \), ...
\( \Delta = 3 \times 2 \times 1 = 3! \) First rule!
Example: Anagram

First rule: $n_1 \times n_2 \cdots \times n_3$. Product Rule.
Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?
Ordered Set: $7!$ First rule.
A’s are the same.
What is $\Delta$?

ANAGRAM
$A_1NA_2GRA_3M$, $A_2NA_1GRA_3M$, ...
$\Delta = 3 \times 2 \times 1 = 3!$ First rule!
$\implies \frac{7!}{3!}$
Example: Anagram

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.

Second rule: when order doesn’t matter divide...

Orderings of ANAGRAM?

Ordered Set: 7! First rule.

A’s are the same.

What is \( \Delta \)?

ANAGRAM

\( A_1NA_2GRA_3M, A_2NA_1GRA_3M, \ldots \)

\( \Delta = 3 \times 2 \times 1 = 3! \)  First rule!

\[ \Rightarrow \frac{7!}{3!} \]  Second rule!
Some Practice.

How many orderings of letters of CAT?

3 ways to choose first letter, 2 ways for second, 1 for last.

\[ \Rightarrow 3 \times 2 \times 1 = 3! \] orderings

How many orderings of the letters in ANAGRAM?

Ordered, except for A!

Total orderings of 7 letters.

7!

Total "extra counts" or orderings of three A's?

3!

Total orderings?

7! / 3!

How many orderings of MISSISSIPPI?

4 S's, 4 I's, 2 P's.

11 letters total.

11! ordered objects.

\[ \frac{11!}{4! \times 4! \times 2!} \] ordered objects per "unordered object"
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

$$\Rightarrow 3 \times 2 \times 1$$
Some Practice.

How many orderings of letters of CAT?

3 ways to choose first letter, 2 ways for second, 1 for last.

$$\Rightarrow 3 \times 2 \times 1 = 3! \text{ orderings}$$
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

⇒ $3 \times 2 \times 1 = 3!$ orderings

How many orderings of the letters in ANAGRAM?
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

\[ \Rightarrow 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?
Ordered,
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

$$3 \times 2 \times 1 = 3!$$ orderings

How many orderings of the letters in ANAGRAM?
Ordered, except for A!
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.
\[ \Rightarrow 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?
Ordered, except for A!
\[ \text{total orderings of 7 letters.} \]
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.
$$3 \times 2 \times 1 = 3! \text{ orderings}$$

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

*total orderings of 7 letters. 7!*
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

⇒ 3 × 2 × 1 = 3! orderings

How many orderings of the letters in ANAGRAM?

Ordered, except for A!

total orderings of 7 letters. 7!
total “extra counts” or orderings of three A’s?
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.
\[\implies 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

- total orderings of 7 letters. 7!
- total “extra counts” or orderings of three A’s? 3!
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

\[ \Rightarrow 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?

Ordered, except for A!

total orderings of 7 letters. 7!
total “extra counts” or orderings of three A’s? 3!

Total orderings?
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

$\Rightarrow 3 \times 2 \times 1 = 3!$ orderings

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

total orderings of 7 letters. 7!
total “extra counts” or orderings of three A’s? 3!

Total orderings? $\frac{7!}{3!}$
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

\[ \Rightarrow 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

- total orderings of 7 letters. 7!
- total “extra counts” or orderings of three A’s? 3!

Total orderings? \[ \frac{7!}{3!} \]

How many orderings of MISSISSIPPI?

4 S’s, 4 I’s, 2 P’s.
11 letters total.

11! ordered objects.

\[ 4! \times 4! \times 2! \text{ ordered objects per “unordered object”} \]

\[ \Rightarrow 11! \div 4! \times 4! \times 2! \]
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

\[ 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

total orderings of 7 letters. \(7!\)
total “extra counts” or orderings of three A’s? \(3!\)

Total orderings? \(\frac{7!}{3!}\)

How many orderings of MISSISSIPPI?
4 S’s, 4 I’s, 2 P’s.
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

⇒ 3 \times 2 \times 1 = 3! \text{ orderings}

How many orderings of the letters in ANAGRAM?

Ordered, except for A!

total orderings of 7 letters. 7!
total “extra counts” or orderings of three A’s? 3!

Total orderings? \(\frac{7!}{3!}\)

How many orderings of MISSISSIPPI?

4 S’s, 4 I’s, 2 P’s.
11 letters total.
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

\[ 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

- total orderings of 7 letters. 7!
- total “extra counts” or orderings of three A’s? 3!

Total orderings? \[ \frac{7!}{3!} \]

How many orderings of MISSISSIPPI?

- 4 S’s, 4 I’s, 2 P’s.
- 11 letters total.

\[ 11! \text{ ordered objects.} \]
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

\[3 \times 2 \times 1 = 3! \text{ orderings}\]

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

total orderings of 7 letters. 7!
total “extra counts” or orderings of three A’s? 3!

Total orderings? \[\frac{7!}{3!}\]

How many orderings of MISSISSIPPI?
4 S’s, 4 I’s, 2 P’s.
11 letters total.
11! ordered total.
4! \times 4! \times 2! ordered objects per “unordered object”
Some Practice.

How many orderings of letters of CAT?
3 ways to choose first letter, 2 ways for second, 1 for last.

\[ 3 \times 2 \times 1 = 3! \text{ orderings} \]

How many orderings of the letters in ANAGRAM?
Ordered, except for A!

total orderings of 7 letters. 7!
total “extra counts” or orderings of three A’s? 3!

Total orderings? \( \frac{7!}{3!} \)

How many orderings of MISSISSIPPI?
4 S’s, 4 I’s, 2 P’s.
11 letters total.

11! ordered objects.

4! \times 4! \times 2! \text{ ordered objects per “unordered object”}

\[ \Rightarrow \frac{11!}{4!4!2!}. \]
More counting on Monday.